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Executive summary  

The main goal of the OFELIA WP5 is to provide the required software to support the operation of 

the facility. Based on the different requirements for design, management and implementation , 

several different technologies, tools and existing testbed control frameworks have been studied. 

This document provides a description of the work that has been carried out during the first period of 

the task T.5.2, which concludes with the release of the first version of the OFELIA Control 

framework. 

This document provides a brief overview of the state-of-the-art study that was done in task T5.1,  

(see document MS 5.1 [21] for details), which evaluated and tested several existing control 

frameworks and technologies that could potentially simplify and improve the process of OFELIA 's 

control framework development. Based on the conclusions drawn in [21] , OFELIA will adopt the 

Stanford's control framework tool (called Expedient and Optin Manager) as the base 

implementation code, and which its functionality has been shown in various US OpenFlow GENI 

testbed demonstrations beds various GENI demonstrations [22][23].  

Furthermore, this document provides an overview of the principles and basic objectives that were 

pursued during this first phase of the development, as well as a description of what has been defined 

as the basic use case for phase 1. In this ñbasic use caseò document, the basic interaction of the user 

with the OFELIA facility is synthesized. This enables extracting the basic requirements of the 

software, which will evolve as the facility receives new users and projects. 

The remainder of this document focuses on a brief overview of the Stanford's control framework 

(i.e. Expedient and Opt-in Manager tool) including a brief introduction to its architectural design 

and coding structure. 

Section 3 offers a detailed description of the work that has been carried out in WP5 during T5.2 

including a description of the scope of each of the subtasks, the challenges that are being faced, 

tools and technologies used, as well as architecture and coding strategy of the proposed solution. In 

addition Section 4 exposes the current status of each of these subtasks as well as a brief description 

of the next steps for the following months 

Finally, as part of the deliverable, a set of guidelines and comments on the software bundle that can 

be found and downloaded for evaluation in the OFELIA FP7 repositories is given in section 5. 
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1 Introduction  

The objective of this deliverable ñD5.1 - 1
st
 version of the OFELIA management softwareò and in 

particular of the Task 5.2 within WP5 work package, is to provide an implementation of the facility 

control framework, to try to automate as much as possible the operation and maintenance of 

Openflow [1] islands. 

 

1.1 OFELIA Control framework overview  
 

1.1.1 The objective and development principles 

The OFELIA Control Framework can be defined as the control plane application for OFELIA -FP7 

facility. The main purpose of the framework is to automate, simplify and authorize users to create  

network slices and deploy resources available within OFELIA islands for various types of 

experimental projects. 

Task 5.2 is dedicated towards design and implementation of the OFELIA control framework and is 

split logically into three distinct phases: 

1. Phase I will have the commitment to code the first early version of the control framework, 

which will be focused on the management of the island's local resources. No inter-island 

resource control will be available in Phase I. However, and having in mind that Phase II will 

require the integration of the different islands, special attention will be paid to make the 

right design decisions to prevent conflicts, errors and re-engineering efforts in Phase II and 

Phase III.  

2. Phase II , will be devoted to empower the control framework with mechanisms to allocate 

resources across multiple islands within the same project and slice. In addition, this phase 

will also include software improvements of some of the basic features implemented in Phase 

I, taking into account experiences acquired from the different internal and external facility 

users. 

3. Finally, Phase III will continue the overall improvement of the control framework, 

especially taking into account the requirements, suggestions and comments inferred from 

users of the first open call. 

From the above description one can see that the development of the control framework will be 

highly dependent of the user requirements, and hence it will continuosly adapted according to new 

requests and suggestions proposed by the facility  users. In this sense, although at least one release 

of the software will be published per phase, T5.2 will try to follow a dynamic and on demand Agile 

software development approach, constantly evolving and improving the software. 

From the point of view of the first phase, which will be the scope of this deliverable, Task 5.2 has 

taken into account the document MS2.1 ñReport on initial requirement study and analysis of use-

cases ready" (See [20]) that has been delivered from WP2,  and fundamentally the ñBasic Use 

Caseò document as a result of the collaboration of WP2 and WP5, as well as some generic 

requirements that were deduced from the experiences on Openflow testbeds in USA (basically in 

the GENI project). An analysis of the so far collected requirements resulted in a set of design 

principles that define the basic requirements for the control framework, facility and the underlying 

physical network substrate. 
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The following principles have guided the development work for the OFELIA control framework: 

¶ Resource allocation: the user should be able to allocate or book resources in an easy way. 

Within the OFELIA testbed the different basic types of resources will be; OpenFlow 

resources (such as openflow enabled switches, switch ports, traffic  flows) , hosts: (either 

virtual or physical), in-cluster VMs (in the case of the IBBT virtual-wall), IBBT's WLAN 

testbed or any other resource that partners want to include in the OFELIA facility. 

¶ Experiment and project based resource allocation: the resource allocation must be made 

per project and slice. A slice is defined as the smallest indivisible entity that is composed by 

the resources necessary to carry out an experiment. A project may be composed by one or 

more slices. 

In this sense, and tightly related to the following requirement, the control framework has also the 

objective to isolate as much as possible each and every single slice from each other sharing the 

same infrastructure substrate. In the particular case of OFELIA, special attention needs to be paid to 

network traffic segregation between slices. 

¶ AA: the control framework has to support user authentication and authorization mechanism. 

Users should have different levels of permissions based on their status, having at least one 

superuser or ñroot userò per island. 

¶ Usability: users, in this case, experimenters should have access to a comprehensive and 

easy to use interface. In this sense, the preferred way of interacting with the users is a web-

based interface. Special attention will be paid to try to bring to the user, as much as possible, 

a unified interface for managing everything related to the OFELIA facility. 

¶ Scalability:  the control framework must be scalable, in terms of number of users, number 

of supporting concurrent experiments and number of managed resources. 

¶ Island autonomy: one of the basic requirements that the control framework will have to 

deal with that some partners have expressed, is that the control framework should be able to 

manage resources locally (in the island) even if connection with the rest of the islands is 

lost. Therefore effectively being completely autonomous. 

¶ Robustness and stability. Stability and robustness is a must. 

¶ Monitoring: the control framework should perform monitoring tasks, for both the 

components conforming the control framework, and the resources of the testbed. 

¶ Efficiency. The development will try to be as efficient as possible in terms of coding and 

trying to reuse as much as possible the different open-source tools and libraries that the 

community offers , to focus their efforts on the development of those aspects that are 

particular for OFELIA control framework and also to improve those open-source libraries 

and tools. 

 

1.1.2 MS5.1 Initial study of the state-of-the-art. Starting point.  

During task T5.1 an in-depth study of the state of the art of several control frameworks, 

technologies and tools for managing testbed resources was conducted. The milestone document 

MS5.1 ñSoftware development environment setupò [21] contains all this information, and also an 

analysis of each of these tools to be used in the specific case of OFELIA facility. In order to 
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improve implementation efficiency, and taking into account the tight time schedule for delivery of 

the Phase I software package, it was decided to adopt an existing control framework rather than 

implementing a new one. For improved stability and robustness existing mature (open source) 

software components should be used whenever possible resulting in a configuration above 

implementation approach or DRY concept (donôt repeat yourself). 

The conclusions drawn by MS5.1 can be basically summarized in the following statements: 

¶ The E-GENI Expedient [2] tool, in conjunction with the rest of software (plug-ins, aggregate 

managers, etc) will be used as basis for the OFELIA control framework implementation. 

¶ During Phase I of the project each island will work isolated from each other. Every island 

will have one instance of Expedient plus at least two aggregate managers: Opt-in Manager 

[3] for the OpenFlow resources, and the virtualization technology aggregate (which  will be 

XEN  for the Phase I [4]). 

¶ The architecture that the OFELIA control framework will follow as much as possible will be 

inspired by the Slice-based Federation Architecture, SFA [5]. 

¶ The OpenFlow development effort regarding Expedient, the Opt-in Manager and FlowVisor 

will be conducted in collaboration with Stanford University. 

¶ The code repository will be GIT and will be structured in specific branches. 

¶ The basic programming language will be Python. The Python based Django web 

development framework is going to be used for the user web interfaces developments since 

it is the one in use in the current software. However, it will be up to the consortium to use 

other programming languages and technologies for new developments and the modifications 

carried out over the current implementation. 

It is also remarkable that OFELIAWP5 has been in direct contact with the developers at Stanford, in 

order to coordinate development efforts towards a unified and improved control framework. 

 

1.2 Basic use-case 

During this period of time, and besides the document MS2.1, both WP2 and 5 have joined efforts to 

define an internal document to summarize the basic use-case that the OFELIAfacility is going to 

support on the preliminary phase. In other words, the basic use case defines the basic functional 

tests to verify proper operation of the OFELIA control framework, its OAM mechanisms, and the 

interface towards the user.  

 

1.2.1 Description of the basic scenario for the use case 
 

The following diagram shows what has been considered as the basic scenario for phase1. In this diagram the 

basic components from which all OFELIA islands should be composed are: 

¶ OpenFlow enabled network substrate. An OpenFlow capable network must interconnect the different 

data plane elements inside the island (hosts, FlowVisor, etc and other control framework elements). 

¶ Hosts. A set of hosts are supposed to interact among others. These hosts will have basically two 

roles: 

 Act as end-points, and hence sending and receiving traffic inside the slice. This will 

basically be done by using VMs inside one or more virtualized island servers. The impact 

of using virtualized entities as data sinks and sources in performance tests is for further study. 
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 Run the controller software. As the core functionality of OpenFlow is the split of data and 

control plane, experimenters will deploy own controller entities hosting a variety of network 

applications.  The deployment of controller entities and how these entities interact cannot be 

foreseen by OFELIA. However, at least one controller per slice (could be more, depending of the 

configuration of the slice) is the minimum requirement. Further extensions may be necessary to 

this initial assumption in the next phases. 

¶ FlowVisor. Each island will have at least one FlowVisor entity to which users will connect their 

controllers (e.g. NOX controller). As FlowVisor provides the core slicing functionality for isolating 

slices and experiments, FlowVisor access and the ability control the FlowVisor must be restricted to 

OFELIAôs control framework. In this sense, the control framework must ensure proper configuration 

of FlowVisor, and hence enforce the isolation between isolation, and prevent misbehavior by the 

user, by means of an authorization and authentication module. 

 

¶ Control network.  The control network will be used by the different entities of the control 

framework and facility service hosts to exchange data in a secure way. In principle, there 

should be no restriction on having the control network and data network in the same logical 

network. However and for security reasons an out-of-band control network is preferred. 

Please note, that specific requirements may be defined by the individual islands based on their local 

deployments, e.g. L2 vs. L3 based core, availability of (dark) fibers when multiple sub-islands are 

going to be connected, requirements defined by existing test beds (optical devices in Essex, wireless 

devices in Berlin, etc.). The OFELIA control framework is designed and configured to be useful for 

many heterogeneous environments and to reflect future constraints defined by new islands. 

 

Figure 1: Isolated island basic scenario 

 

1.2.2 Description of the basic use case. 

The document of the basic use case can be found in Appendix A. 

Please note that the slicing mechanism adopted by OFELIA is still under discussion at the time of 

writing this document. Several proposals have been made including MAC address based slicing, 

VLAN based slicing, IP based slicing.  
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1.3 General overview of the current results achieved. 
 

The current status of the code can be browsed in the GIT repository of the project (See section 

3.1.1.1 ) under the "ofelia-stable" branch. To summarize, the current implementation includes the 

basic functionality expected for phase I, namely: provisioning of XEN server resources (VMs) 

through the Expedient web interface, integration of LDAP and the automation of flow allocation 

(that is in process of being implemented). The software has been tested and is still under testing by 

some partners, specifically the GUI, and also other GUI interface aspects have been modified and 

customized. 
 

It is important to remark that the adoption of Expedient and Opt-in manager as a basis for the 

implementation of the OFELIA Control Framework has obviously some advantages. These 

advantages are basically that a part of the features that were planned to be developed for the 

OFELIA tool, have been already coded, and also the fact that the collaboration between both 

OFELIA and Stanford University is beneficial for the open-source community and especially to 

other projects that might require testbed management solutions. 

 

However, adopting an existing framework may also result in a number of less beneficial issues: . A 

significant learning curve is related to the existing code base and the technologies used. 

Furthermore,  the fact of being a solution for another test bed (although its purpose might have 

some similarities with OFELIA), does not fit perfectly on the particular requirements defined within 

OFELIA. Therefore enhancements, modifications and extensions have to be implemented. 

 

In addition, the Expedient used as a basis for the implementation work in OFELIA, has never been 

used in a production environment, and has only been tested in some demonstrations and low-scale 

user testing, hence can be categorized as a pre-production application. As the expedient code is still 

alpha quality software, significant efforts must be invested for testing the framework, fixing 

potential bugs and stabilizing its features. From that perspective expedient generates a similar work 

load compared to a self-development. 

A detailed description of the current status of the development can be found in section 4.  
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2 Base software 

2.1 Expedient tool  

Expedient is a pluggable centralized GENI control framework. It is inspired by travel websites that 

allow a user to book a flight, hotels, and rental cars all within the same system. It is implemented as 

a Web application using Python and the Django Web framework. It provides simple abstract classes 

that resource developers can extend to build a plug-in for their resource types. It provides project, 

slice, and user management so that they do not have to worry about it. 

Expedient tool is still a proof-of-concept that yet has not been used in real production context. It is 

released under an Open Source License and less restrictive than GPL. 

Expedient tool tries to implement all the requirements for a GENI control framework. Its design is 

based on the following core functionalities: 

¶ Simplicity and Extensibility . It has been designed with the purpose of being improved by 

the addition of new plug-ins capable of handling different kind of resources. In this sense it 

is positive that each plug-in is independent inside Expedient and different plug-ins for 

different resources can be developed separately. 

¶ User convinience. Expedient enables rich user interfaces with its pluggable architecture. It 

allows developers to write user interface plug-ins that are tailored to sets of resource types at 

a time. 

¶ Security and Reliability. Users authenticate themselves with Expedient and Expedient acts 

as a gateway for all their transactions with resources. If a resource provider does not want to 

implement authentication and authorization for each user who uses its resources then it can 

delegate these functions to Expedient. 

Expedientôs architecture is based on a central control block from where the different plug-ins are 

connected to the correspondent Aggregate Manager (AM) (see Figure 2). Each Aggregate Manager 

will be responsible for the management of the resources that are underneath it and that will be 

presented to the user through the Expedient user interface in a homogeneous way. 

Core element in the expedient architecture is the aggregation manager. Typically, all physical 

resources are controlled by some kind of management framework and interface (e.g. virtual 

machine monitors control the operation of virtual servers and the surrounding physical 

environment). The AM uses the resourceôs native management interface for configuration and 

monitoring and exposes this interface via an abstract interface towards the expedient control 

framework.  

As mentioned before, Expedient is a Django based web application (Django is a Python based web 

development framework) and follows a modular approach, i.e. its functionality can be extended by 

writing and deriving new ñplug-insò from a set of base classes. Each aggregate manager is 

connected to a resource specific plugin within expedient, so the AM binds actually the resourceôs 

management interface to expedient via the plugin.  
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Figure 2: Expedient tool architecture. 

 

There exists a one-to-one relationship between an aggregation manager and a corresponding plug-in 

within Expedient. Users with administrative rights may register new plug-in/AM pairs for 

controlling different resources via the Expedient web interface, thus Expedient is a modular 

framework with significant extensibility. 

 

Expedient uses MySQL as persistent storage for user authentication and management. On one side, 

users authenticate themselves against Expedient and on the other side, Expedient authenticates itself 

against the AM database. Expedient runs on top of an Apache2 server. 

 

The different blocks that take part in the communication between the user and the resources to be 

managed are communicated through XML-RPC protocol. XML-RPC protocol is a remote 

procedure calling that uses HTTP as the transport and XML as the encoding.  
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2.1.1 Code analysis 

 

Expedient's code base consists of three main packages: clearinghouse, common and UI. The 

following figure shows a diagram of the package structure: 

 
Figure 3: Expedient code structure. 

 

In the /expedient/clearinghouse  package we can find the modules that contain the main 

models that correspond to the information data to be stored in the database and managed by the tool. 

The main modules that can be found are the following: 

 

¶ aggregate: manages all the actions that can be done over an aggregate
1
. For example, 

listing, deleting or adding aggregates to Expedient tool or to any project or slice. When 

adding new plug-ins to Expedient tool, the new aggregate model should inherit from the 

Aggregate model inside this package.   

¶ permissionmgmt: handles all the permission requests and approvals or denials concerning 

users, projects and slices. 

                                                      
1
 Aggregate: Abstraction concept that represents a generic set of resources 


